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AVATAR EYE CONTROL IN A MULTI-USER 
ANIMATION ENVIRONMENT 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application is a continuation of US. application Ser. 
No. 12/141,474, ?led Jun. 18, 2008, now US. Pat. No. 8,259, 
117, Which claims priority pursuant to 35 U.S.C.§119(e) to 
US. provisional application Ser. No. 60/944,723, ?led Jun. 
18, 2007, Which applications are hereby incorporated by ref 
erence in their entireties. 

FIELD OF THE INVENTION 

The present invention relates to computer-generated vir 
tual environments in Which participants are represented by 
computer-generated avatars, and in particular, to computer 
generated virtual environments that simulate an actual 3-D 
environment and alloW for simultaneous participation and 
interaction by multiple users in the virtual environment 
through the avatars. 

BACKGROUND 

Computer generated virtual Worlds are becoming increas 
ingly popular. In many of the computer generated virtual 
Worlds, users interact With one another and participate in 
communities in the virtual World in real time through a net 
Worked system. Environments of this type are sometimes 
referred to as “virtual reality” or “virtual reality universe” 
(VRU) environments. 

In knoWn VRU environments, an actual or fantasy universe 
is simulated Within a computer memory. Multiple players 
may participate in the environment through a computer net 
Work, such as a local area netWork (LAN) or a Wide area 
netWork (WAN). Each player selects an “avatar” to represent 
them in the VRU environment. The avatar may be a three 
dimensional embodiment of a man, Woman, animal, or other 
entity. Players send inputs to the VRU engine to move their 
avatars around the VRU environment, and are able to cause 
interaction betWeen their avatars and objects in the VRU. For 
example, a player’s avatar may interact With an automated 
entity or person, simulated static objects or other avatars. 

The VRU may take the form of at least one area or envi 
ronment Which is a virtual reality three-dimensional map 
existing in a computer memory, consisting of elements that 
may include but are not limited to representations of rooms, 
outdoor areas, exotic environments, objects, people, animals, 
robots, avatars, robot avatars, time elements, additional spe 
cial elements, and activities. Users establish a presence in the 
VRU by creating or using an avatar, Which is a three-dimen 
sional representative of the user in the VRU, and Which can be 
navigated by the user around various environments in the 
VRU. Single or multiple vieWs of the VRU are displayed to 
the user on a computer display and user interface softWare as 
knoWn in the art. Each user provides input to a computer 
controlling the VRU using an input device connected to a 
local node or client, Which in turn is connected to the net 
Worked computer system. The VRU is shared by all players 
and participants using elements from the common memory. 

The computer system is used to control the action of the 
avatars in response to user input. For example, avatars may be 
limited to simply observing the environment or area. But 
usually, avatars can interact With other avatars, objects, the 
environment (e.g., Walls, ?oors, roads, lakes, etc.), and auto 
mated or robotic avatars Within at least one environment. 
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2 
One of the most challenging tasks of computer graphics is 

providing a realistic animation of the face and of voluntary 
and involuntary facial movements. A great deal of effort has 
been focused on facial movements that accompany speech, 
While the motions of certain other facial components, in par 
ticular eye and head movements, have largely been neglected. 
These tWo motions de?ne the gaZe behavior of the face. A 
person’s gaZe is one essential component of non-verbal com 
munication and social interaction. Human beings generally 
monitor, either consciously or subconsciously, the eye and 
head movements of persons they are interacting With. In the 
real World, eye movement can be an important indicator of an 
internal emotional or mental state, providing an important 
stimulus for interesting face-to-face interaction. Adequate 
stimulus provided by eye movement is currently lacking in 
simulated face-to-face avatar interactions in VRU environ 
ments. 

What is needed therefore is a system and method that can 
overcome these and other limitations of prior-art VRU envi 
ronments. 

SUMMARY 

A multi-user animation system that receives input from 
multiple remote users to manipulate avatars through a mod 
eled 3-D environment is disclosed herein. Each user is repre 
sented by an avatar. The 3 -D environment and avatar position/ 
location data is provided to the client Workstations, Which 
display a simulated environment visible to all participants. 
Non-player characters, objects and avatars in the VRU may be 
associated With a “visual attractiveness” characteristic value. 
Avatars or non-player characters in the VRU are programmed 
for simulated eye movement based on the attractiveness rat 
ing of objects Within the avatar’s simulated ?eld of vieW. This 
creates more natural eye movements, so that avatars in the 
environment do not have a ?xed stare, While freeing partici 
pants from the need to actively control eye movements. 

In one embodiment, systems and methods are disclosed for 
animating an avatar’s gaZe. “Gaze” is used herein to mean an 

apparent direction in Which an avatar’s eye or eyes are ?xed, 
Whether momentarily or for a longer period. The avatar’ s gaZe 
is animated to simulate a natural gaZe pattern instead of a 
?xed gaZe. Optionally, users may override autonomous gaZ 
ing patterns of their avatars to manually control eye move 
ments. A natural gaZe pattern typically occurs When a subject 
vieWs a scene Without any speci?c task in mind, i.e., When the 
subject is simply Watching the scene. In the systems and 
methods disclosed herein, the avatar’s gaZe pattern is con 
trolled by the attractiveness value of visual targets in the 
avatar’s de?ned the ?eld of vieW. 

In accordance With one aspect of the embodiment, a 
method comprises the steps of providing a digital represen 
tation of an avatar and a modeled scene in a computer 
memory, Wherein the digital representation includes at least 
one modeled eye. A ?eld of vieW for the modeled eye is 
determined, Wherein the ?eld of vieW encompasses visual 
targets in the modeled scene. The modeled eye is then 
directed to gaZe at different selected visual targets in the ?eld 
of vieW. The sequence in Which the modeled eye gaZes at the 
different visual targets is determined using a de?ned attrac 
tiveness value for each of the visual targets and a geometrical 
relationship betWeen each visual target and the modeled eye. 
Data con?gured to cause a client computer to display a ren 
dered vieW of the modeled scene and avatar is outputted onto 
a user’s display or other suitable device. In accordance With 
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another aspect of the embodiment, a computer-readable 
media encoded With instructions operative to perform these 
method steps are provided. 

The avatar’s ?eld of vieW in a modeled scene is determined 
based on the orientation of the avatar in the scene, the forWard 
facing direction of the avatar’s eyes or line of sight, and the 
breadth of ?eld angle relative to a line of sight. Thus, the 
avatar’s ?eld of vieW in the modeled scene may be changed by 
manipulating any one or more these factors such as, for 
example, by moving the avatar around in the modeled scene, 
by turning the avatar’s eyes to a different direction, or by 
changing the angular extent of the avatar’ s ?eld of vieW. The 
angular extent of the avatar’s ?eld of vieW may range any 
Where from about 10° to about 365°, depending on the place 
ment of the avatar’s eyes relative to one another. For example, 
if the avatar has a pair of eyes on the same side of the head, 
resembling a human being, then that avatar’s ?eld of vieW 
may be about 180° in the forWard facing direction of the 
avatar’s eyes. On the other hand, if the avatar has a pair of eyes 
on opposite sides of the head, resembling a bird, then the 
avatar’s ?eld of vieW may be about 365°. Regardless of the 
placement of the avatar’s eyes, the angular extent of the 
avatar’s ?eld of vieW may be a user-de?ned variable and 
therefore controlled and changed by the user. 

Once the avatar’s ?eld of vieW is determined, the visual 
targets upon Which the avatar may direct its gaZe may be 
identi?ed. The modeled scene typically contains a number of 
objects and other avatars, of Which only those objects and 
avatars that at least partially fall Within the avatar’s ?eld of 
vieW are considered visual targets. The visual targets may 
each be associated With an attractiveness or interest value, 
Which determines the relative order in Which the avatar Will 
gaZe at each of the visual targets. The attractiveness value 
may be a ?xed predetermined numerical value or it may be 
calculated based on one or a sum of de?ned user preference 

numerical values. The visual targets may also be or become 
“dynamic visual targets” Which are associated With a measure 
of movement, sound, or both. The avatar may thus be pro 
grammed to interrupt its gaZe sequence to direct its gaZe 
toWards the dynamic visual targets. This simulates the natural 
re?ex for humans and animals to look in the direction of 
movement and sound. 

The avatar’s eyes may be programmed to change its gaZe 
upon various visual targets in a manner that simulates a natu 
ral gaZe pattern in the modeled scene. The avatar’s gaZe 
pattern is transmitted to the displays of other players having 
avatars in the same modeled scene so that they may also 
observe and interpret the avatar’s gaZe pattern. 

Other objects, features and advantages of the present 
invention Will become apparent to those skilled in the art from 
the folloWing detailed description. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a schematic diagram shoWing a system according 
to an embodiment of the invention. 

FIG. 2 is a schematic diagram shoWing a system according 
to another embodiment of the invention. 

FIG. 3 is a top vieW representational draWing of an avatar in 
a modeled scene comprising various visual targets. 

FIG. 4 is a How chart shoWing exemplary steps of a method 
for animating an avatar’s gaZe in a modeled scene. 

FIG. 5 is a front vieW of an avatar’s face With visual targets 
in the avatar’s ?eld of vieW. 

FIGS. 6A-F is a front vieW of the avatar’s face depicting 
movement of the avatar’ s eyes toWards visual targets in a 
sequence according to attractiveness value. 
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4 
FIG. 7 shoWs and schematic cross-sectional vieW of an 

exemplary modeled eye. 
Like numerals refer to like parts throughout the several 

vieWs of the draWings. 

DETAILED DESCRIPTION OF EMBODIMENTS 
OF THE INVENTION 

Various systems and methods for providing a three-dimen 
sional, multiplayer interactive animation to multiple players 
are knoWn in the art, or may be adapted by one of ordinary 
skill for use With the system. For example, rendering of a 
scene may be performed at the client or server level. Gener 
ally, it may be advantageous to perform calculations and 
graphics operations, to the extent possible, at the client level, 
thereby freeing up netWork bandWidth and minimiZing loads 
on the server. The system disclosed herein is not limited to a 
particular hardWare or softWare architecture for carrying out 
the steps described herein. 

Referring to FIG. 1, a system 100 for providing a VRU to 
multiple users may comprise a plurality of client sites, nodes 
or terminals, such as a personal computer 104, portable com 
puters 106, 110, a compact player, cell phone or digital assis 
tant 108, and/ or a router 112 communicating via a WAN 102 
to one or more servers 114. Servers 114 store and serve VRU 

data and softWare to the client sites. SoftWare or ?rmWare 
may also be located at each client site, con?gured to Work 
cooperatively With softWare or ?rmWare operating on servers 
114. Generally, any number of users may be communicating 
With servers 114 for participating in the VRU at any given 
time. Servers 114 and any or all of clients 104, 106, 108, and 
110 may store executable code and data used in the perfor 
mance of methods as described herein on a computer-read 

able media, such as, for example, a magnetic disc, an optical 
disk, an electronic memory device, or other magnetic, optical 
or electronic storage media. SoftWare data for use in perform 
ing the methodmay be provided to any or all client devices via 
a suitable communication signal for netWork 102. 

Referring to FIG. 2, a system 200 for providing a VRU 
process may be considered to be comprised of server-side 
components (to the left of dashed line 222) and client-side 
components (to the right of dashed line 222). Server-side 
components may comprise a portal 220 for managing con 
nections to multiple simultaneous players. Portal 220 may 
interact With a VRU engine 218, passing user input 221 from 
multiple clients to a VRU engine 218, and passing data 223 
from the VRU engine 218 to respective individual players. 
VRU engine 218 may be operatively associated With various 
memory spaces, including environmental spaces 208 holding 
tWo or more separate VRU environments 212, 214, 215, and 
216, and a personaliZed or common data space 210. 

Objects in a VRU are modeled as three-dimensional 
objects, or tWo-dimensional objects, having a de?ned loca 
tion, orientation, surface, surface texture, and other properties 
for graphic rendering or game behavior. Environmental 
memory space 208 may hold active or inactive instances of 
de?ned spaces used in the VRU environment. For example, 
the environment of a popular simulated nightclub, shopping 
area, beach, street, and so forth. PersonaliZed space 210 may 
be comprised of various different personal areas each 
assigned to a different user, for example, avatar or avatar 
accessories data. The VRU engine may operate With other 
memory areas not shoWn in FIG. 2, for example various data 
libraries, archives, and records not inconsistent With the 
methods and systems disclosed herein. In addition, or alter 
natively, portions of all data maintained in memories 208, 210 
may be maintained by individual clients at a local level. 
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One function of the VRU engine 218 is to manage and 
aggregate input from multiple users, process that input to 
provide multi-participant animation scenes, and then prepare 
appropriate output data for animating or rendering scenes to 
be distributed to individual clients. To reduce system band 
Width requirements, it may be desirable to maximize the 
processing that is performed at the client level. Accordingly, 
the VRU engine may process and prepare high-level scene 
data, While loWer-level functions, such as animation and ren 
dering, may be performed by an application residing at the 
client level. For example, the VRU engine 218 may output 
object information to clients only When the object population 
of a scene changes. A copy of object parameters may be 
maintained locally While the object is located in a scene, and 
for some period of time afterWards. 

Thus, the VRU engine 218 may provide a virtual three 
dimensional environment, or a modeled scene, Within a com 
puter memory, Which is displayed on the user’s display 226. 
The modeled scene may simulate a region of space, for 
example, the surface of a planet or region thereof, the inside 
of a room or building, the surface of an island, and so forth. A 
modeled scene may be highly complex and may include a 
number of objects, such as signs, furniture, plants, other ava 
tars, animals, robots, and any other object that takes up space 
in the modeled scene. Modeled scenes or spaces may be of 
different types, meaning they may be modeled according to 
different rules. They may be connected in that transportation 
betWeen spaces may be alloWed, at least for some avatars in 
the environment. 

Each user may customiZe an avatar to have an appearance 

and qualities speci?ed by the user, by choosing avatar char 
acters, features, clothing and/or accessories from an online 
catalog or store. The particular arrangement selected by a user 
may reside in a personaliZed space 210 that is associated With 
a particular user, specifying Which avatar elements are to be 
draWn from a common space to construct an avatar. A cus 

tomiZed avatar instance may be stored in a personaliZed space 
210 for the user. In the alternative, or in addition, a user may 
oWn customiZed elements of an avatar, including clothing, 
accessories, simulated physical poWers, etc., that are stored 
solely in the personaliZed space 210 and are not available to 
other users. Avatars may move and interact both With com 
mon elements and personaliZed elements. 
A separate administration module 202 may operate at the 

server level to create, update, modify or otherWise control the 
content of the VRU as de?ned in the memory areas 208 and 
210. Generally, changes in the personal space area 210 are 
driven by individual users, either through the VRU adminis 
trator 202 or another module. Control of common areas, i.e., 
the game environment and the objects in it, including any 
multi-dimensional areas, may be via the administrator mod 
ule 202. 

At the client level, a player interface module 224 may be 
installed to receive player inputs from one or more user input 
devices 228, such as a keyboard, mouse or other pointer, or 
microphone, and provide data to the VRU engine 218 via 
portal 220 in response to the input. The player interface mod 
ule 224 may also receive game data from portal 220 and 
process the data for display on display 226 and/or for audio 
output on speaker 230. Animation data, environmental data, 
chat data, executable code or any combination of the forego 
ing may be stored in a local memory. The VRU engine 218 
also provides a rendering of a player’s avatar in the modeled 
scene. 

FIG. 3 depicts a top vieW of an avatar 300 in a modeled 
scene 350 containing other inanimate objects, 310, 312 and 
314 and other avatars, 320, 322, 324, 326, and 328.Avatar 300 
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6 
has a ?eld of vieW Which includes visual targets in the mod 
eled scene. Although a modeled scene may contain a number 
of obj ects and other avatars, it is understood that visual targets 
refer only to objects and avatars Which at least partially fall 
Within the avatar’s ?eld of vieW. A ?eld of vieW may be 
generally understood as portion or volume of the modeled 
space that is deemed visible to an avatar. 
The avatar’s ?eld of vieW in a modeled scene 350 may be 

determined based on the orientation of the avatar’s head, the 
forWard facing direction of the avatar’s eyes, and the breadth 
of-?eld angle 0. The line of sight 302 may comprise a vector 
originating from one modeled eye or from a point near the 
eye, and may be computed from the orientation of the avatar’ s 
head and an orientation of the pertinent modeled eye in the 
avatar’s head. In some embodiments, a ?eld of vieW may be 
related to tWo or more lines of sight and associated breadth 
of-?eld angles, each pertaining to a modeled eye. 
The avatar’s ?eld of vieW in the modeled scene 350 may be 

changed by manipulating any one or more of the avatar’s 
orientation, forWard facing direction (orientation) of eyes 
relative to the head, or the breadth-of-?eld angle 0. The angle 
0 may be provided as a preset value or may be changed by the 
player. A ?eld of vieW may be determined in any suitable 
fashion. In some embodiments, or at some times, it may be 
desirable for the ?eld of vieW to be correlated to the orienta 
tion of the avatar’ s eyes so that the ?eld of vieW changes When 
the avatar’s eyes move. In the alternative, the ?eld of vieW 
may be determined Without using the orientation of the eyes, 
such as by using the orientation of the avatar’s face or body, 
exclusive of the eyes. This may provide simpler yet still 
effective computation of the ?eld of vieW. Also, leaving eye 
orientation out of a ?eld of vieW determination may provide a 
more natural effect, particularly for large breadth-of-?eld 
angles such as 180°, in that the avatar’s ?eld of vieW may 
remain ?xed until the user issues a command to move the 
avatar or turn its head. In either case, the user controlling the 
avatar may be given the avatar’s vieW of the modeled VRU 
space, or may pick another vieWpoint. 

It should be understood that gaZe control as described 
herein need not be used to determine vieWpoints for rendering 
a modeled scene, although it is capable of being used in this 
Way. GaZe control for an avatar may be implemented as com 
pletely separate from vieWpoint selection for rendering pur 
poses, merely to provide a more lifelike animated external 
appearance of the avatar. As such, movement of the avatar’s 
eyes need not be related to the vieW of the modeled scene that 
the avatar’s user sees on his or her display screen. While the 

apparent gaZe of the avatar may change as the avatars eyes are 
modeled in different orientations, this need not affect the vieW 
of the space that the user sees or the ?eld of vieW that is used 
to assess target objects. 
A database of user preference data may be provided in the 

personaliZed space. The user preference data may comprise 
preference values for a particular avatar characteristic, such 
as gender, sexual orientation, race, hair color, eye color, body 
types, and clothes. The user preference data may also com 
prise preference values for objects, such as shape, siZe, color, 
texture, and any other object feature or characteristic. In addi 
tion, the user preference data may comprise preference values 
for user-de?ned features, characteristics, or objects. For 
example, a user Whose avatar has a hobby of collecting books 
may de?ne a high preference value for books that are in the 
avatar’s ?eld of vieW. 
The extent of the avatar’s ?eld of vieW may be de?ned by 

the breadth angle 0 relative to the line of sight 302. FIG. 3 
depicts tWo possible ?elds of vieW 315 and 325, each de?ned 
by tWo different angles 01 and 02, about 35° and about 180°, 
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respectively. The avatar 300 is depicted in FIG. 3 as having a 
set of tWo eyes 301a and 30219 facing in the same direction. 
Therefore the avatar 3 00 may have a ?eld of vieW that is closer 
to about 180°. 

It is understood, hoWever, that an avatar’s ?eld of vieW may 
range anyWhere from about 5° to about 360°, depending on 
the placement of the avatar’s eyes relative to each other and 
the player’s preferences or selections. For example, a bird 
avatar may have eyes that are located on opposite sides of the 
head relative to one another and therefore a corresponding 
?eld of vieW that is closer to about 360°. Alternatively, the 
bird avatar may have a ?eld of vieW that is set by the player. 

Notwithstanding the location or position of the avatar’s 
eyes, the angular extent 0 of the avatar’s ?eld of vieW may be 
predetermined by the VRU administrator or set by the player. 
The larger the avatar’ s ?eld of vieW, the greater the number of 
visual targets upon Which the avatar 300 Will need to process 
and direct its gaze. Thus, in certain instances, it may be 
desirable to limit the ?eld of vieW to a smaller area in order to 
reduce the number of visual targets that the avatar Will need to 
process and look at. On the other hand, selecting a Wide ?eld 
of vieW, such as about 180°, may facilitate embodiments in 
Which the ?eld of vieW is determined solely by the orientation 
of the avatar’s head and is independent of eye orientation. 

In one embodiment, the avatar 3 00 may be programmed by 
the player to have a 180° ?eld of vieW 325. In accordance With 
this embodiment, the visual targets for the avatar 300 Would 
include objects 310, 312, 314 and avatars 320, 322, 324, and 
328. Although avatar 328 is only partially Within the ?eld of 
vieW 325, avatar 328 is still considered a visual target. Avatar 
326, hoWever, is entirely outside of the ?eld of vieW 325 and 
therefore Would not be considered a visual target. In another 
embodiment, the avatar 300 may be programmed to have a 
smaller ?eld of vieW, such as a 35° ?eld of vieW 315. In 
accordance With this embodiment, the only visual target for 
the avatar 300 Would be avatar 324, With the other objects in 
the modeled scene as existing outside of the avatar’s ?eld of 
vieW 315. 

Because the avatar’ s ?eld of vieW is de?ned by the angular 
relationship 0 that is centered relative to the line of sight 302 
in the forWard facing direction of the avatar’ s eyes, changes in 
orientation or direction of the avatar in the modeled scene 
changes the avatar’s ?eld of vieW and therefore the visual 
targets contained Within it. Determining the ?eld of vieW for 
the avatar may be performed by server-side components, by 
client- side components, or both. Either the VRU engine or the 
player interface, or both, may determine the orientation and 
the forWard facing direction of the avatar’s eyes in the mod 
eled scene and thus may determine a ?eld of vieW for the 
avatar’s eyes. 

Visual targets, such as other avatars, may be associated 
With a measure of movement, sound or other time-dependent 
parameters. These visual targets may be referred to as 
“dynamic visual targets.” Thus, in order to simulate the natu 
ral re?ex to look at moving objects or to look in the direction 
of a noise or sound, avatar 300 may be programmed to pri 
oritize its gaze to dynamic visual targets in the ?eld of vieW, 
regardless of any predetermined or calculated attractiveness 
value. If multiple dynamic visual targets are competing for 
the avatar’s attention, the avatar 300 may be programmed to 
prioritize its gaze based on the proximity of the dynamic 
visual targets to the line of sight 302. Therefore, the avatar 
300 Will look ?rst at the dynamic visual targets Which are 
closest to the line of sight 302. 

FIG. 4 is a How diagram shoWing exemplary steps of a 
method 400 for directing the movement of an avatar’s eyes to 
simulate a natural gaze pattern. Method 400 may be imple 
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8 
mented by appropriate hardWare and softWare such as 
described in systems 100, 200 herein. Once the ?eld of vieW 
and the visual targets contained Within the ?eld of vieW are 
determined at step 402, the VRU engine 218 or the player 
interface 224 determines Whether the visual targets have a 
predetermined attractiveness or interest value 404 and, if so, 
assign the predetermined attractiveness value associated to 
the visual target 406. If the visual target does not have a 
predetermined attractiveness value, then the attractiveness 
value may be calculated based on user preferences. In the 
alternative, a calculated value may be used in addition to a 
predetermined value. For example, visual targets may be 
prioritized based on a predetermined attractiveness value 
Weighted by time-dependent factors such as the objects rela 
tive proximity to the observer, relative distance from the line 
of sight, speed, noise, and so forth. Generally, it may be 
desirable to assign a higher attractiveness or level of interest 
to nearby objects, objects closer to the line of sight, moving 
objects, and noisy objects. An algorithm may be used to 
determine these attributes of each visual target at selected 
times during modeling, and include them in determining 
attractiveness values. 
The VRU engine or player interface may access the data 

base for user preferences 408. User preferences may be used 
as a factor in Weighting visual targets in a gaze priority list. 
The VRU engine or player interface may apply the preference 
values corresponding to the visual target features listed in the 
database 410. A calculated attractiveness value may be deter 
mined for each visual target by Weighting the visual target 
features With the speci?c user preferences 412. For example, 
if a visual target has red hair and a user has indicated a 
preference for red hair, the red-haired target may be Weighted 
more highly than targets With other hair colors. 

After the attractiveness values for each visual target are 
assigned or calculated, a determination may be made as to 
Whether tWo or more visual targets share the same attractive 
ness value 422. If so, then the relative order of these visual 
targets may be randomized 424. Otherwise, the visual targets 
may be prioritized from highest to loWest attractiveness value 
432 and the movement of the avatar’s eyes may be sequen 
tially directed to each of the visual targets in that order 442, or 
in a random order. For example, the eyes may be directed at 
the mo st attractive target ?rst, held there for a period propor 
tional to its attractiveness value, then directed at the second 
most attractive object, and so forth. Other gaze sequences 
may result in more natural effects. For example, an alternative 
sequence may be described as “1,2,1,3,1,4 . . .” and may 
comprise alWays returning the avatar’s gaze to the most 
attractive target in the ?eld after looking aWay. In this type of 
sequence, the order in Which the secondary objects are gazed 
at need not be in order of attractiveness although the duration 
of gaze may still be related to target attractiveness. For 
example, a sequence of “1,7,1,3,1,2 . . . ” may provide a 

natural effect, With every-other target, i.e., the non-principal 
targets, selected in a random sequences. 
The duration that the eye gazes at a speci?c visual target 

may be determined according to a determined relative attrac 
tiveness value. Generally, the higher the attractiveness value 
of an object, the longer the avatar may be modeled as if gazing 
at that object. LikeWise, if an object is relatively unattractive 
or uninteresting, or if its interest level is high for only a brief 
period, than the duration of the avatar’s apparent gaze 
toWards it may be correspondingly brief. Providing an appro 
priately-Weighted gaze duration for each target object may be 
important for achieving a natural effect, perhaps even more so 
than determining a gaze sequence. 
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As an avatars vieW Wanders, different objects may enter the 
?eld of vieW. Also, different objects may enter and leave the 
?eld of vieW by their oWn movement. Attractiveness values 
may be recalculated at different times and rankings may 
change. Such changes may draW the avatar’ s eyes aWay from 
What the user is most interested in looking at, or cause a 

distracting “Wandering eye” effect. To prevent an undue 
amount of gaZe Wandering, various limits may be employed. 
One limit may include ?xing the ?eld of vieW irrespective of 
eye movement. In such case, the ?eld of vieW does not change 
even as the avatars eyes move, and appear to move to other 

avatars. To change the ?eld of vieW, the user may be required 
to provide some command input, such as command input for 
moving the avatar’ s head or body. HoWever, to other users, the 
avatars eyes Would appear to move, even When its ?eld of 
vieW is actually ?xed. This may provide a someWhat natural 
effect for situations such as conversing With other avatars. In 
such circumstances, the end user, much like his alter-ego the 
avatar, may look at different objects in the ?eld of vieW but 
generally Would not change the overall ?eld of vieW until the 
conversation Was over and the user issued a command to turn 

aWay. Another useful limit may be to limit rapid eye move 
ments, to limit movements aWay from a central line of sight, 
or to cause eye movements to return to a previous principal 
line of site after looking aWay. 

Referring back to FIG. 2, predetermined attractiveness val 
ues for visual targets may be stored in the environmental 
memory space 208, the personaliZed space 210, or in a sepa 
rate memory area associated With the VRU engine or residing 
at the local client level. The database of user preference data 
may be stored in the personaliZed space 210 or in a memory 
area associated With the VRU engine or residing at the local 
client level. 

The user preference data may include numerical prefer 

ence values for particular avatar features, such as gender, 

sexual orientation, race, hair color, eye color, body types, and 
clothes. The user preference data may also comprise prefer 

ence values for particular objects or object features, such as 

shape, siZe, color, texture, and any other object attribute. In 
addition, the user preference data may comprise preference 
values for user-de?ned features, characteristics, or objects. 
For example, a user Whose avatar has a hobby of collecting 

books may de?ne a high preference value forbooks. This may 

cause the avatar to glance ?rst at any books that appear in the 

avatar’s ?eld of vieW. This type of behavior may add interest 

to the VRU environment by providing a subtle signal of What 

a user’s interests are. By observing another avatar’s eye 

movements in different situations, a user may receive clues as 

to the preference settings of the user that the avatarbelongs to. 

The attractiveness or interest value for a visual target may 
be represented as a single numerical value. If a visual target 
does not have a predetermined attractiveness value assigned 
to it, the visual target may be assigned an attractiveness value 
based on user preference data for certain characteristics. For 
example, the database of user preference data may comprise 
a feature listing and corresponding numerical values gener 
ally re?ecting the extent of the user’s preference for the 
particular feature. The attractiveness value assigned to the 
visual target is the sum of the preference values for all of its 
features Which are provided in the user’s preference. 
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10 
Table 1 shows one example of hoW user preference data 

preference may be provided for female avatar features. 

TABLE 1 

User Preference Data: FEMALE AVATAR 

Feature Preference Values 

Gender 

Female 10 
Sexual orientation 

Heterosexual 5 
Homosexual 4 

Race 

No preference 0 
Hair color 

Blonde 10 
Brown 5 

Eye color 

Blue 5 
BroWn 3 

Body type 

Slender 8 
Clothes 

None 20 
Lingerie 15 
Dress 10 
Skirt 5 

Thus, in accordance With the user preference data provided in 
Table l, a female, heterosexual avatar With blonde hair, blue 
eyes, slender body type, and Wearing lingerie may have an 
attractiveness value (AV) of 53, if all factors are equally 
Weighted. Similarly, user preference data may be provided for 
male avatars, animal avatars, and the like. 

Additionally, user preference data may be provided for 
objects, categories of objects, or Words. Table 2 shoWs one 
example of hoW user preference data preference may be pro 
vided for objects: 

TABLE 2 

User Preference Data: OBJECTS 

Classi?cation Preference Values 

Books 5 
Automobiles 

Car 20 
Motorcycle 20 
Telephone 15 

Animals 

Dogs 10 
Rats — 10 

Words 

JENNIFER 50 
LOVE 10 

As can be seen in Table 2 above, the user preference data may 
include objects to Which the avatar has a strong preference or 
aversion to. In addition, the user preference data may include 
Words Which Will command the avatar’s attention When the 
they are, for example, printed on a sign or spoken by other 
avatars. For example, Table 2 may include the avatar’ s name, 
in this case “Jennifer,” or certain other buZZ Words Which 
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Would pique the avatar’s interest, such as “Love.” The high 
preference value assigned to the Word “JENNIFER” make it 
likely that the avatar Will gaze ?rst in the direction Where this 
Word appears or from Which the Word is spoken by another 
avatar. 

Preference values may be provided as positive Whole num 
bers to re?ect the extent of the avatar’s preference for a 
particular object, or as negative number to re?ect the extent of 
the avatar’s aversion or lack of interest for a particular object. 
In certain instances, objects or avatar features to Which the 
avatar may have a strong aversion may be associated With a 
high positive preference value such that the avatar takes 
notice of such object of avatar features When it comes into the 
avatar’s ?eld of vieW. This mimics a typical human response 
in Which one’s attention may be directed to groteseque 
objects or events. In other Words, a more general understand 
ing of “attractiveness value” is “interest value.” As used 
herein, attractiveness refers to visual interest of all types, not 
just in objects that are pleasant to look at. 

In the event that a particular avatar or object does not have 
a predetermined attractiveness value or any preference values 
associate With its features, a default attractiveness value may 
be assigned to the avatar or object. Again, the default value 
may be any value, such as Zero 0, and may be set by the VRU 
administrator or by the player. 

After the attractiveness values for each of the visual targets 
are determined, the VRU engine or the player interface may 
cause the avatar’s eyes to move in a manner that simulates a 

natural gaZe pattern. The avatar’s gaZe pattern is transmitted 
to other players having in the modeled scene so that they may 
also observe the avatar’s gaZe pattern. The movement of the 
avatar’s eyes may be directed to the visual targets in sequence 
based on the attractiveness value and the geometric relation 
ship betWeen the visual targets. The attractiveness value for a 
visual target may be predetermined or it may be determined 
based on user preference data that is applied to the visual 
targets. 

Referring back to FIG. 2, if the movement of the avatar’s 
eyes is executed by client-side components, then the player 
interface 224 may then transmit the data 221 relating to the 
avatar’s eye movements through the portal 220 and to the 
VRU engine 218 such that the data 221 may be outputted to 
the displays for the other players in the modeled scene. If the 
movement of the avatar’s eyes is executed by server-side 
components, then the data relating to the avatar’s eye move 
ments may simply be outputted to the displays for the other 
players through the portal 220. In both embodiments, players 
With avatars are able to visualiZe the gaZe patterns of other 
avatars in the same modeled scene to provide a more realistic 

of life-like appearance. 
FIG. 5 is a simpli?ed front vieW of an avatar’ s face 500 With 

exemplary visual targets 510, 512, 514,516, 518, and 520 in 
the avatar’s ?eld of vieW. The avatar’ s face 500 includes a pair 
of eyes 50211,!) each having a darkened center 50411,!) Which 
represents the iris/pupil of the avatar’s eyes. It should be 
understood that the avatar is represented in a simpli?ed, ?at 
form for illustrative clarity. In many VRU applications, the 
avatar may have a more detailed, three-dimensional appear 
ance, and may be modeled as a three-dimensional object, as 
knoWn in the art. 

Each of the visual targets may an attractiveness value (AV) 
associated With it based on the user preference values as 
provided in Tables 1 and 2. As shoWn in FIG. 5, the avatar’s 
eyes 50211,!) are depicted With a ?xed forWard stare Which 
gives no indication of the avatar’s aWareness of the visual 
targets in the avatar’ s ?eld of vieW. Since the movement of the 
eyes 50211,!) is tracked by the movement of the darkened 
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12 
centers 50411,!), an avatar Will have the appearance of having 
a ?xed, blank stare if there is no movement of the darkened 
centers 50411,!). This is undesirable, as this lack of eye move 
ment imparts an arti?cial or lifeless appearance to the avatar. 

In contrast, FIGS. 6A-F shoW exemplary eye movements 
of the avatar 600 in accordance With the attractiveness values 
provided for the visual targets in the avatar’s ?eld of vieW. As 
depicted in FIGS. 6A-F, the gaZe direction of the avatar’ s eyes 
50211,!) is tracked by the movement of the darkened centers 
50411,!). Thus, the avatar 500 may direct its apparent gaZe to a 
particular visual target by moving the darkened centers 
50411,!) of its eyes 50211,!) in the direction of the visual target, 
as indicated by the dotted lines. FIGS. 6A-F shoW an exem 
plary sequence in Which the avatar 500 may direct its gaZe 
toWards the visual targets is provided in order of highest to 
loWest AV, in this case 510, 512, 514, 516, 518, 520. In 
accordance With this embodiment, the location of the avatar’ s 
eyes and the location of the visual targets may represented by 
a set of coordinates, e.g., (x, y, Z), in the modeled space. The 
direction of the avatar’ s gaZe toWards a particular visual target 
may comprise a vector originating from an eye and pointed in 
the direction of the visual target. 

With reference to FIG. 7, each avatar eye may be modeled 
as three-dimensional convex surface 700 With freedom to 
rotate spherically around a de?ned point 702 relative to a 
surrounding avatar skin 706. In the alternative, the avatar 
and/or eye may be modeled as solid objects. The eye surface 
700 may be associated With a surface texture providing a dark 
region 704 representing a pupil and iris in the middle of a light 
region resembling eye White. A vieW direction vector 708 
may be de?ned by pivot point 702 and a center point 710 
associated With a center of the dark region 704, Which may be 
used to determine an orientation of the eye. A VRU module at 
the local or server lever may cause an avatar to assume an 

apparent gaZe toWards an object by rotating the eye surface 
700 so that the direction vector 708 is pointed at the vieWed 
object. Various other methods for modeling a movable eye 
With an apparent gaZe direction may also suitable. 
As noted above, the avatar’s ?eld of vieW may or may not 

be the same as the player’s ?eld of vieW as provided in the 
rendering of the modeled scene that is seen on the display. For 
example, the VRU engine may process and output onto the 
display a rendering of the modeled scene that re?ects the 
avatar’s ?eld of vieW. Alternatively, the VRU engine may 
process and output a rendering of the scene Which is entirely 
independent of the avatar’s ?eld of vieW. The player may be 
provided the option of choosing the type of vieW that is 
provided in the display, Whether it be from the perspective of 
the avatar’s ?eld of vieW or from a third person perspective, 
and sWitching or alternating betWeen vieWs . Alternatively, the 
display may provide a split screen in Which the tWo vieWs are 
provided simultaneously. 

Thus, in one embodiment, a vieWpoint and gaZe direction 
corresponding to the orientation of the modeled eye in the 
scene is determined and outputted to a client associated With 
the avatar. The client is con?gured for rendering the scene 
from the vieWpoint and gaZe direction and providing the 
rendered scene on the display. In accordance With this 
embodiment, the player is able to observe the modeled scene 
from the avatar’s perspective. Thus, as the avatar’ s vieWpoint 
and gaZe direction is directed to a particular item in the 
modeled scene, this data is outputted to the client interface 
Which renders that item in the modeled scene on the player’ s 
display. As the avatar’ s vieWpoint and gaZe direction changes 
according to the attractiveness value of the avatars and objects 
provided in the modeled scene, the changed vieWpoint and 
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gaze direction is again outputted to the client interface and 
rendered on the player’s display. 

Because modeled scene rendered on the player’s display 
changes in accordance With the avatar’s vieWpoint and gaZe 
direction, it may be preferable to control the length of time 
betWeen display changes. This is because it Would be unde 
sirable for the player to have to vieW rapid sequential changes 
in the modeled scene on the display. Thus, in one aspect of this 
embodiment, the length of time may be manually controlled 
by the player by player inputs from one or more user input 
devices, such as a keyboard, mouse or other pointer or micro 
phone. In another aspect of this embodiment, the length of 
time may be a predetermined length of time, such as, for 
example, 10 seconds before rendering the next scene change 
on the display. In the alternative, the length of time may be 
proportional to the attractiveness value of the target object 
being vieWed. 

In another embodiment, modeled scene outputted to the 
player interface and rendered on the display is independent of 
the vieWpoint and gaZe direction of the avatar’ s modeled eye. 
In accordance With this embodiment, the player vieWs the 
modeled scene from a perspective other than the player’s 
avatar, such as, for example from a bird’s eye vieW or a third 
person perspective. The player may also be able to see the 
changing gaZe patterns of the player’s oWn avatar in the 
modeled scene. 

It is to be understood, hoWever, that the detailed description 
and speci?c examples, While indicating preferred embodi 
ments of the present invention, are given by Way of illustra 
tion and not limitation. Many changes and modi?cations 
Within the scope of the present invention may be made With 
out departing from the spirit thereof, and the invention 
includes all such modi?cations. 
What is claimed is: 
1. A method for animating an avatar’s gaZe, the method 

comprising: 
providing a digital representation of an avatar including at 

least one modeled eye and a modeled scene in a com 

puter memory; 
determining a ?eld of vieW for the modeled eye of the 

avatar, Wherein the ?eld of vieW encompasses visual 
targets in the modeled scene; 

directing the modeled eye to gaZe at different selected 
visual targets in the ?eld of vieW in an automated 
sequence of changing gaZe directions determined at 
least in part on respective attractiveness values for each 
of the visual targets; 

determining the respective attractiveness values based at 
least in part on prede?ned user preferences for speci?ed 
characteristics of prospective visual targets; and 

outputting data con?gured to cause a client computer to 
display a rendered vieW of the modeled scene, avatar and 
modeled eye. 

2. The method of claim 1, further comprising determining 
the respective attractiveness values based on a measure of 
movement of corresponding ones of the visual targets Within 
the ?eld of vieW. 

3. The method of claim 1, further comprising determining 
the respective attractiveness values based on a measure of 
sound associated With the visual target. 

4. The method of claim 1, further comprising determining 
the respective attractiveness values based on a geometrical 
relationship betWeen each visual target and the modeled eye. 

5. The method of claim 1, further comprising determining 
respective durations of gaZe directed at each of the selected 
visual targets in the automated sequence, based on the respec 
tive attractiveness values. 
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6. The method of claim 1, further comprising including in 

the prede?ned user preferences values for any one or more of 
the speci?ed characteristics selected from the group consist 
ing of gender, sexual orientation, race, hair color, eye color, 
body type, and clothes. 

7. The method of claim 1, further comprising ?xing the 
respective attractiveness values for each visual target. 

8. The method of claim 1, further comprising varying the 
respective attractiveness values for each visual target based 
on changing attributes of each visual target during modeling 
of the scene. 

9. The method of claim 8, further comprising determining 
the attractiveness value based on a current location of the 
visual targets in relation to the avatar, Wherein at least one of 
the visual targets and the avatar are in motion relative to one 
another. 

10. The method of claim 1, further comprising determining 
the attractiveness value of the selected visual targets based at 
least inpart on Weighting features of the visual targets accord 
ing to the prede?ned user preferences. 

11. A non-transitory computer-readable storage medium 
encoded With instructions operative to cause a computer to 
perform the steps of: 

generating a digital representation of an avatar including at 
least one modeled eye and a modeled scene in a com 

puter memory; 
determining a ?eld of vieW for the modeled eye of the 

avatar, Wherein the ?eld of vieW encompasses visual 
targets in the modeled scene; 

directing the modeled eye to gaZe at different selected 
visual targets in the ?eld of vieW in an automated 
sequence of changing gaze directions determined at 
least in part on respective attractiveness values for each 
of the visual targets; 

determining the respective attractiveness values based at 
least in part on prede?ned user preferences for speci?ed 
characteristics of prospective visual targets; and 

outputting data con?gured to cause a client computer to 
display a rendered vieW of the modeled scene, avatar and 
modeled eye. 

12. The non-transitory computer-readable storage medium 
of claim 11, encoded With further instructions for determining 
the respective attractiveness values based on a measure of 
movement of corresponding ones of the visual targets Within 
the ?eld of vieW. 

13. The non-transitory computer-readable storage medium 
of claim 11, encoded With further instructions for determining 
the respective attractiveness values based on a measure of 
sound associated With the visual target. 

14. The non-transitory computer-readable storage medium 
of claim 11, encoded With further instructions for determining 
the respective attractiveness values based on a geometrical 
relationship betWeen each visual target and the modeled eye. 

15. The non-transitory computer-readable storage medium 
of claim 11, encoded With further instructions for determining 
respective durations of gaZe directed at each of the selected 
visual targets in the automated sequence, based on the respec 
tive attractiveness values. 

16. The non-transitory computer-readable storage medium 
of claim 11, encoded With further instructions for including in 
the prede?ned user preferences values for any one or more of 
the speci?ed characteristics selected from the group consist 
ing of gender, sexual orientation, race, hair color, eye color, 
body type, and clothes. 

17. The non-transitory computer-readable storage medium 
of claim 11, encoded With further instructions for ?xing the 
respective attractiveness values for each visual target. 
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18. The non-transitory computer-readable storage medium 
of claim 11, encoded With further instructions for varying the 
respective attractiveness values for each visual target based 
on changing attributes of each visual target during modeling 
of the scene. 

19. The non-transitory computer-readable storage medium 
of claim 18, encoded With further instructions for determining 
the attractiveness value based on a current location of the 
visual targets in relation to the avatar, Wherein at least one of 

16 
the visual targets and the avatar are in motion relative to one 
another. 

20. The non-transitory computer-readable storage medium 
of claim 11, encoded With further instructions for determining 
the attractiveness value of the selected visual targets based at 
least inpart on Weighting features of the visual targets accord 
ing to the prede?ned user preferences. 

* * * * * 


